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Abstract

This work tackles in-situ robotics: the goal is to learn a policy while the robot
operates in the real-world, with neither ground truth nor rewards.

The proposed approach is based on preference-based policy learning: Iteratively,
the robot demonstrates a few policies, is informed of the expert’s preferences
about the demonstrated policies, constructs a utility function compatible with all
expert preferences, uses it in a self-training phase, and demonstrates in the next
iteration a new policy.

While in previous work, the new policy was one maximizing the current utility
function, this paper uses active ranking to select the most informative policy (Vi-
appiani and Boutilier 2010).

The challenge is the following. The policy return estimate (the expert’s approxi-
mate preference function) learned from the policy parametric space, referred to as
direct representation, fails to give any useful information; indeed, arbitrary small
modifications of the direct policy representation can produce significantly differ-
ent behaviors, and thus entail different appreciations from the expert. A behavioral
policy space, referred to as indirect representation and automatically built from the
sensori-motor data stream generated by the operating robot, is therefore devised
and used to express the policy return estimate. In the meanwhile, active ranking
criteria are classically expressed w.r.t. the explicit domain representation — here
the direct policy representation. A novelty of the paper is to show how active
ranking can be achieved through black-box optimization on the indirect policy
representation.

Two experiments in single and two-robot settings are used to illustrate the ap-
proach.

1 Introduction

Since the early 2000s, significant advances in reinforcement learning have been obtained through
using direct expert’s input (inverse reinforcement learning [13], learning by imitation [6], learning
by demonstration [11]), assuming the expert’s ability to demonstrate quasi-optimal behaviors, and
to provide an informed representation.

In 2011, two approaches based on preference learning have been proposed to learn directly a
ranking-based policy [7] or a policy return estimate [2]. In the latter case, referred to as preference-
based policy learning (PPL), the agent demonstrates a few policies, receives the expert’s preferences
about the demonstrated policies, constructs a utility function compatible with all expert preferences,
uses it in a self-training phase, and demonstrates in the next iteration the policy maximizing the



current utility function. The main merit of the PPL approach is twofold. Firstly, it sidesteps the
design of the reward function at the state-action level [14]; as noted by [7], this design is critical
when qualitative outcomes are considered, e.g. in the cancer treatment domain. Secondly, as op-
posed to inverse reinforcement learning [1, 10] PPL does not require the expert to demonstrate a
quasi-optimal behavior; it does not even assume that the expert knows how to solve the task (see
also [15]); the expert is only required to know whether some behavior is more able to reach the goal
than some other one.

PPL relies on preference learning to build the policy return estimate, an intermediate utility function
used to keep the expert’s burden within reasonable limits. This utility function can be thought of
as a surrogate model, supporting expensive function optimization [4]. As shown by e.g. [5], active
preference learning can indeed be used for interactive optimization.

Our previous work concerns the space used to learn this preference-based surrogate model. The
default option is to use the input space a.k.a. direct representation, here the policy parametric space.
Another option, exploiting the RL specificities and referred to as feature space or indirect represen-
tation, has also been considered. Within the latter option, the surrogate model is a weighted sum of
the overall time spent in a state-action pair (i.e. the average time the policy executes a given action
in a given state). The rationale for this is the following. On the one hand, this indirect representation
complies with the standard RL setting under a finite time horizon, where the policy return is defined
as the cumulative reward expectation in a Markov Decision Process. On the other hand, this repre-
sentation is not restricted to the MDP setting, as will be shown on the cancer treatment problem [7].
Lastly, it is shown experimentally that the indirect representation is significantly more effective than
the direct one [2, 3].

A second issue concerns the selection of the new policy to be demonstrated to the expert. Related
approaches concerned with active optimization [9, 5, 12] proceed by generating points in the input
space which maximize the expected global improvement. These approaches however do not apply
when considering an indirect representation. In our previous work, an adaptive trade-off between
the current utility function and an exploration term linked to the empirical success rate was used.

In the present work, we show how to take advantage of the active ranking criteria proposed by [16]
to select the most informative policy to be demonstrated. In the standard setting however, both the
preference estimate and the active ranking criteria are expressed on the same representation space.
In our case, the preference estimate can only be learned using the indirect representation; in the
meanwhile, the active ranking criteria are defined on the direct representation.

This difficulty is handled through mapping the active ranking criteria onto the indirect representa-
tion.

Two experiments in single and two-robot settings are used to illustrate the approach.
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