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Markov networks are an undirected graphical model for compactly representing a joint probability
distribution over a set of random variables. The goal of structure learning is to discover conditional
(in)dependences in the data such that the joint distribution can be represented more compactly.
Markov networks are often represented as a log-linear model, which means that structure learning
can be posed as a feature induction problem.

The structure of a Markov network is typically learned in one of two ways. The first approach is
to treat this task as a global search problem. Algorithms that follow this strategy use the current
feature set to construct a set of candidate features. After evaluating each feature, the highest scoring
feature is added to the model. The search can follow a top-down (i.e., general-to-specific) strategy
(e.g., [4, 2]) or bottom-up (i.e., specific-to-general) strategy (e.g., [1, 5]). Search-based approaches
tend to be slow due the large number of candidate structures. Furthermore, scoring each candidate
structure requires learning the weights of each feature. Weight learning requires iterative optimiza-
tion, where each iteration requires running inference over the model. Unfortunately, inference is
often intractable.

The second approach, which has gained popularity in recent years, involves learning a set of local
models and then combining them into a global model. Algorithms that follow this strategy consider
each attribute in turn and build a model to predict this attribute’s value given the remaining attributes.
Each predictive model is then transformed into a set of features, each of which is included in the
final, global model. Two successful approaches that use this strategy are Ravikumar et al.’s [6]
algorithm, which employs L1 logistic regression as the local model and DTSL [3], which uses a
probabilistic decision tree learner as the local model. Still, it can be computational expensive to
learn the local models if the dataset contains a large number of variables and/or examples.

This paper pursues a third approach that views Markov network structure learning as a feature gen-
eration problem. Our algorithm, called GSSL (Generate Select Stucture Learning), has two main
steps: (1) feature generation, and (2) feature selection. The first step involves quickly generating
a large set of candidate features by combining aspects from randomization and specific-to-general
search. GSSL constructs an initial feature set by converting each training example into a feature.
By treating each training example as a feature, every initial feature has support (i.e., occurs) in the
data. Consequently, the generalization process is guaranteed to produce features that match at least
one training example. It then repeatedly picks a feature at random, generalizes it by dropping an
arbitrary number of variables, and adds the generalized feature to the feature set. Note that the same
feature can be generated multiple times. The second step selects a subset of features to include
in the final model. GSSL prunes all features that were generated fewer times than a pre-defined
threshold in order to improve the efficiency of weight learning. The use of threshold is based on the
assumption that GSSL is likely to generate features with high support in the data more often. Then,
the algorithm performs L1 weight learning on the remaining features to produce the final model.
Placing a L1 penalty on the magnitude of the weight forces many of the weights to be zero, which
has the effect of removing them from the model and thus selecting the most relevant features.
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GSSL combines some of the benefits of both search-based and local approaches to structure learn-
ing. In the feature generation phase, the algorithm proceeds in a data-driven, bottom-up fashion to
explore the space of candidate features. As a result, GSSL only constructs features that have sup-
port in the data. In the feature selection phase, the algorithm performs weight learning only once to
select the best features. Here, it follows the philosophy of local model based approaches that try to
minimize the computational expense of weight learning.

We performed a large scale empirical evaluation on 20 real-world datasets. The datasets have be-
tween 1,500 and 290,000 training examples and 16 and 1,500 variables. We compared GSSL to
three other state-of-the-art algorithms: Ravikumar et al.’s L1 approach [6], DTSL [3] and BLM [1].
While striking in its simplicity, GSSL offers outstanding performance, in terms of both accuracy
and run time. GSSL results in a more accurate learned model than Ravikumar et al.’s algorithm
on 12 datasets. According to a Wilcoxon signed-rank test (with p-value of 0.025), GSSL produces
significantly more accurate models than DTSL, which it beats on 15 datasets, and BLM, which it
beats on 19 datasets. GSSL exhibits outstanding run time performance and it is on average twice as
fast as DTSL, 15 times faster than Ravikumar et al.’s L1 approach, and 4,000 times as fast as BLM.
In summary, GSSL is (significantly) more accurate than its competitors in addition to being much
faster.
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