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There remains a wide gap between the low-level features that are commonly
currently extracted from rich multimedia data such as images, and the many
semantic classes that humans can recognize. Techniques such as deep belief
nets aim to lower this gap [2, 3]. We explore the unsupervised induction of
hierarchical composite features in the setting of image classification. In this
work, we begin with a vocabulary of 1000 discretized SIFT features [4], and
apply grouping (a version of ”clustering”) and composing (”concatenating”)
operations as well as statistical filters in order to create composite higher-level
features. Grouping is akin to synonymy discovery (features that tend to have
similar meaning), and a feature may belong to zero or more (multiple) groups.
The discovery of groups is based on a novel use of the analysis of confusions
while predicting the features. Our composition operation is currently based
on creating new features out of two spatially consecutive features in the image
(vertical or horizontal). Both operations apply filters that only keep statistically
significant composite features.

Our experiments are performed on a random 100-class subset of ImageNet
[1]. We find that the addition of grouping features improves binary-class accu-
racies (over the use of plain features) by an average of almost 1% (in Max F1),
over a simple bag of features representation of images.! Composing to create
vertical and horizontal bigrams improves the accuracy by another 1.5%. Both
improvments are significant at p < 0.01 level in pairwise sign tests.

The composite features as constructed remain are still close to the level of
the raw features. We expect further improvements by repeating this grouping
and composition process. We explain the techniques used and the challenges
ahead.
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