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Unlike standard learning problems which involve simple scalar outputs, structured
prediction deals with structured outputs such as sequences, grids, or more general
graphs. Ideally, one would want to make joint predictions on the structured labels
instead of simply predicting each element independently, as this additionally accounts
for the statistical correlations between label elements, as well as between training ex-
amples and their labels. These properties make structured prediction appealing for a
wide range of applications such as scene understanding, image segmentation, compu-
tational biology and natural language parsing.

In many structured prediction tasks, there is useful modeling information that is
not available as part of the training data. For example, in object detection, one is
typically given a training image with a bounding box around the object, but not the
locations of the object parts. Similarly, in machine translation, one may be given the
translation of a training sentence, but not the hidden linguistic structure. This missing
information is important for learning a good model, and incorporating it may result in
better prediction.

Structured prediction models with hidden variables have been recently proposed,
including log-likelihood models such as hidden conditional random fields (HCRFs,
[1]), and latent structured support vector machines (SVMs) [3]. For HCRFs, learning
is done by performing gradient descent to minimize a smooth non-convex function.
Learning latent structured SVMs is done by the convex-concave procedure, iteratively
minimizing convex regularized structured hinge loss.

More formally, in structured prediction the goal is to learn the weighting of the
features such that it best explains the training data. The weighting parameters θ are
typically learned by minimizing the norm-dependent loss∑

(x,y)∈S

¯̀(θ, x, y) +
C

p
‖θ‖pp,

defined over a training set S. Latent structured SVMs use the structured hinge loss [3]:

¯̀
hinge(θ, x, y) = max

ŷ∈Y,h∈H

{
`(y, ŷ) + θ>Φ(x, ŷ, h)

}
−max

h∈H

{
θ>Φ(x, y, h)

}
.
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HCRFs are log-linear models that use the negative log-likelihood loss [1] :

¯̀
log(θ, x, y) = ln

1∑
h px,y(y, h;θ)

, px,y(ŷ, h;θ) ∝ exp
(
θ>Φ(x, ŷ, h)

)
Many structured prediction applications with hidden information need to consider

exponentially many configurations of the hidden states. For example, in scene under-
standing, every pixel corresponds to a binary hidden variable which indicates if it is
part of the clutter or the holistic scene. The existence of many hidden configurations
affects the behavior of the learning algorithm, since it implies there are many local
minima.

In this work we suggest to constrain the space of hidden states by enforcing a
graphical model on the hidden variables. For example, in computer vision applications,
the graph adjacencies are usually inherited from the pixels or super-pixels adjacencies
in the image. Thus for every feature function we relate a graphical model over the
output variables y ∈ Y and the hidden variables h ∈ H:

φr(x, y, h) =
∑
v∈Vr,x

φr,v(x, yv) +
∑
v∈Vr,x

φr,v(x, hv) +
∑

α∈Er,x

φr,α(x, yα, hα).

The computational efficiency depends on the learning algorithm we use. We derive
a message-passing algorithm that integrates the updates of θ with the inference of h, y.
This allow us to deal with large scale problems.

We demonstrate the effectiveness of our approach on scene understanding, focus-
ing on finding the most likely box that describes the layout of the room [2]. Intuitively,
we take into account the lines in the room explained by the three dominant vanishing
points, neglecting those which belong to clutter. The clutter, which is not labeled in
the training images, is captured by the hidden variables. Once the correct hidden infor-
mation is learned, finding the correct box can be done by considering the lines which
belong to the global scene.
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