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Analysis of multiple sets of data usually of different type or nature as in multi-modality data, is inher-
ent to many problems in computer science and engineering. Biomedical image analysis is an important one
among those and is a particularly challenging one because of the rich nature of the data made available by
different imaging modalities. Many biomedical studies collect multiple data-sets, such as functional mag-
netic resonance imaging (fMRI), electroencephalography (EEG), structural MRI (sMRI), and genetic data
in addition to behavioral data and other subject-based assessment parameters. Efficient use of all this in-
formation for inference, while minimizing assumptions made about the underlying nature of the data and
relationships, is an arduous task, but is one that promises significant gains in challenging and important
problems, such as in the understanding of the human brain function. The need to minimize strong model-
ing assumptions is especially evident when studying brain function in natural states such as rest or sleep,
or when performing studying naturalistic tasks such as driving.

Data-driven methods such as blind source separation (BSS), independent component analysis (ICA),
and canonical correlation analysis (CCA) that minimize the modeling assumptions on the data and the
underlying processes are particularly attractive in this context as they can achieve useful decompositions of
the multi-modal or multi-set data without strong modeling assumptions, and can also incorporate reliable
prior information whenever available. We have recently introduced the use of multi-dataset canonical
correlation analysis (MCCA) [4] for fusion of multi-modality imaging data through subject covariations and
showed that the approach is very flexible and easily extendable to application to a wide variety of problems.
In addition, we showed that the statistical significance of the difference between patient populations and
controls significantly increased when we increased the number of modalities (data types) included in the
analysis.

As an example, consider the fusion of three brain imaging modalities: fMRI, structural MRI (sMRI),
and EEG. Typically the data acquired through these imaging techniques are analyzed separately. Each of
these three modalities records brain structure and function at different scales, and fusing information from
such complementary modalities promises to provide additional insight into connectivity across brain net-
works and changes due to disease. Given data from these three modalities collected on the same subjects,
we decompose the data into sets of components and their corresponding modulation profiles across the
subjects as shown in Figure 1 (Left). The data fusion scheme uses multi-set CCA [4] to determine the trans-
formed co-ordinate system that maximizes the inter-subject covariations across the three modalities, and
based on these covariations, we determine the associations among the components across modalities.

In [3], this scheme is applied to fusion of two different types of data and extended to three-way fusion
in [2] using data collected from patients diagnosed with schizophrenia and healthy controls. Our results
identify changes in the motor and temporal areas associated with the N2/P3 complex in the event related
potential (the EEG feature) as shown in Figure 1 (Right), all of which have been well known to be affected
in schizophrenia [6]. In addition, we noted that the statistical significance of the difference between healthy
controls and patients increased significantly when we used three modalities instead of two in the analy-
sis confirming our expectation that increased number of modalities do help identify more discriminative
features increasing the overall sensitivity of the analysis.

Though effective, MCCA only takes second-order correlation in the multiple datasets into account. In
this contribution, we show that joint BSS, i.e., namely the identification of the dependent sources across the
datasets, can be effectively solved by using mutual information as the cost function. In this way, one can
take higher-order correlation into account as in independent vector analysis (IVA) [5]—however without
assuming uncorrelated sources within a given source component vector, which is a limiting assumption
for many applications. We show that when the multivariate Gaussian distribution is used as the prior for
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Experimental design

The auditory oddball task (AOD) requires subjects to press a

button when they detect an infrequent sound within a series of

regular and different sounds. Three stimuli are presented; frequent

low-tone stimuli (standards), infrequent task-irrelevant stimuli

(novels), and infrequent task-relevant stimuli (targets) requiring a

button-press response. In the present experiment, the standard

stimulus was a 500 Hz tone, the target stimulus was a 1000 Hz

tone, and the novel stimuli consisted of nonrepeating random

digital noises (e.g., tone sweeps, whistles) (Fig. 2). Two runs of

auditory stimuli were presented to each participant by a computer

stimulus presentation system via insert earphones embedded within

30 dB sound attenuating MR compatible headphones.

The target and novel stimuli each occurred with a probability of

0.10; the nontarget stimuli occurred with a probability of 0.80. The

Fig. 2. Auditory oddball paradigm: auditory oddball event-related fMRI task.

Fig. 1. Illustration of joint ICA fMRI/ERP data fusion: motivating example in which (a) portions of the brain in the fMRI data are shown to be associated with

portions of the time courses in the ERP data. Using joint estimation of spatial and temporal independence captures this variation and results in a set of joint

components (b) which indicate, for each component, where (fMRI) and when (EEG) the activity was occurring. The matrices T and S represent all the temporal

and spatial components, with t i and s i being a fused spatial and temporal pair for the ith component. Once the components are estimated, one can recombine

them in order to examine the dynamic interplay between space and time (c).
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still significant. Figure 5 shows the resulting maps if the
mixing matrix generated from the separate ICA of AOD
analysis is regressed onto the GM data to generate the
spatial maps. The correlation between the corresponding
mixing matrix columns of the separate ICA analyses and the
joint ICA analysis for the AOD and GM data significant
component were 0.6 and 0.7, respectively.

We can also examine directly the relationship between the
GM and AOD regions. In order to examine the joint task
activity in more detail, a joint histogram was computed as
follows. Voxels surviving the threshold for the AOD part of
the joint source were sorted in descending order using the
component voxel values (the same was done for voxels in
the GM part of the joint source). This procedure resulted in
two sets of voxels coordinates. Histograms were then gen-
erated by pairing these two voxel sets. For example, the first
two points for individual 1 are the voxels values for the

AOD fMRI activation data (at the position that is maximum
in the AOD part of the jICA source) vs. the voxel values for
the GM segmentation data (at the position which is maxi-
mum in the GM part of the jICA source). These pairings
were used to generate single-subject 2-D histograms of gray
matter concentration vs. AOD fMRI signal. The histogram
image for each participant is shown in Figure 6a. In addition,
we computed the within-group average of the histograms
and subtracted the controls group average from the patient
group averaged (shown in Fig. 6b). For the voxels included,
the 2-D histogram can be considered an estimate of the joint
distribution function for the two modalities (e.g., p(faod, fgm)
where faod,gm indicates the fMRI signal amplitude for
the auditory oddball task or the relative gray matter
concentration, respectively). We also computed the
marginal estimated distributions p(faod) ! !gmp(faod,fgm) and
p(fgm) ! !aodp(faod,fgm) (Fig. 6c,d). The main finding is that

Figure 3.

Simulation and simulation results.

Generation of hybrid data is depicted.

Results from a lower and higher noise

environment is shown in b,c. The

source which revealed the greatest

difference between the two “groups”

is shown for the AOD part of the

joint source (left, b,c) and the GM

part of the joint source (middle, b,c).

Loading parameters vs. the ground

truth values are shown on the far

right of b,c.
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Figure 1: Left: MCCA for fusion of data from multiple imaging modalities. Right: Set of associated com-
ponents estimated by MCCA which showed significantly different loading for patients versus controls.

the source component vector as in [1], the resulting cost function is equivalent to one of the cost functions
used in MCCA [4], which proposes a number of ad-hoc cost functions for the problem. In addition, we
show that effective Newton and quasi-Newton learning procedures can be derived for the problem using
a decoupling approach for the weight demixing matrix that alleviates the need to constrain the demixing
matrix to be orthogonal. In addition, we present local stability conditions and the identifiability conditions
for the problem and give examples to demonstrate the new algorithms provide reliable and superior perfor-
mance compared to MCCA and other alternatives to JBSS. In addition, we show how the approach can be
generalized to handle datasets with different dimensions and hence can be used for multi-set data fusion.
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