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Convolutional Networks (ConvNets [5, 6]) are biologically-inspired hierarchical architectures that
can be trained to perform a variety of detection, recognition and segmentation tasks. ConvNets have
a feed-forward architecture consisting of multiple linear convolution filters interspersed with point-
wise non-linear squashing functions. Because they can easily be trained for a wide variety of tasks
(OCR [6], face/person detection [3, 8], object recognition [9], robot navigation [7, 4]), ConvNets have
many potential applications in micro-robots and other embedded vision systems that require low cost
and high-speed implementations.

Pre-trained ConvNets are algorithmically simple, with low requirements for memory bandwidth
and arithmetic precision. Hence, several hardware implementations have been proposed in the past.
The first one was the ANNA chip, a mixed high-end, analog-digital processor that could compute 64
simultaneous 8×8 convolutions at a peak rate of 4.109 multiply-accumulate operations per second [1].
Subsequently, Cloutier et al. proposed an FPGA (Field Programmable Gate Array) implementation of
ConvNets [2], but fitting it into the limited-capacity FPGAs of the time required the use of extremely
low-accuracy arithmetic.

We present a complete vision/recognition system on a single DSP-oriented FPGA. The design
requires no external hardware, other than a few memory chips, and has been integrated onto a small
7 × 8 cm printed circuit board. It can be used to implement any vision based system in which the
bulk of the computation is spent on convolutions with small-size kernels. The design is specifically
geared towards ConvNets, but can be used for many similar architectures based on local filter banks
and classifiers.

Figure 1: Our complete vision system.

In usual hardware designs, flexibility is left aside to maximize the efficiency of the system. Instead,
the system described here is a programmable ConvNet Processor (CNP), which can be thought of
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as a RISC (Reduced Instruction Set Computer) processor, with an instruction set that matches the
elementary operations of a ConvNet. While these elementary operations are highly optimized, and
make extensive use of the parallelism inherent in the hardware, implementing a particular ConvNet
simply consists in reprogramming the software layer of the system, and does not require to reconfigure
the logic circuits in the FPGA

A ConvNet face detection system was implemented and tested. Face detection on a 512 × 384
frame takes 100ms (10 frames per second), which corresponds to an average performance of 3.4 ×
109 connections per second for this 340 million connection network (peak performance is 9.8 × 109

multiplications per second with a single hardware 7 × 7 convolution). The design can be used for
low-power, lightweight embedded vision systems for micro-UAVs and other small robots.

Figure 2: Output of the system: (left) with, and (right) without non maximum suppression.
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