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Consider the setting where judges are repeatedly asked to (partially) rank sets of objects,
and assume that each judge tries to reproduce some true underlying ranking to the best of their
ability. Rank aggregation aims to combine the rankings of such experts to produce a better
joint ranking, and is a ubiquitous problem in Information Retrieval (IR) and Natural Language
Processing (NLP). In IR, for instance, meta-search aims to combine the outputs of multiple
search engines. In machine translation (MT), aggregation of multiple systems built on different
underlying principles has received considerable attention recently (e.g. [5]).

In many practical applications such as these, one would expect the expertise of the con-
stituent rankers to depend on the input domain. In IR, the quality of the rankings produced
by the engines has been shown to depend on the type of issued query (e.g. [1]): some may be
better at ranking product reviews, while others may specialize on ranking scientific documents.
In MT system aggregation, the systems may be trained on different corpora (e.g. multi-lingual
Hansards, or technical manuals), and tend to be fragile when tested on data sampled from a dif-
ferent distribution. Thus, the relative expertise of these systems depends on which distribution
the test source language data is sampled from. Moreover, in these and many other aggregation
examples, the input domain information in regards to the expertise of each judge is latent. A
supervised learning approach to solving rank aggregation is likely to be impractical for many
applications, since labeled ranking data is typically very expensive to obtain. Therefore, heuris-
tics or indirect methods are often employed (e.g. [2]) to produce a surrogate for true preference
information. Needless to say, supervision for typed ranked data is even harder to get.

The principal contribution of this work is a framework for learning to aggregate votes of
constituent rankers with domain-specific expertise without supervision. Given only a set of con-
stituent rankings, we learn an aggregation function that attempts to recreate the true ranking
without the need for labeled data. The intuition behind our approach is simple: the subset of
rankers which are experts in a given domain are better at generating votes close to true rankings
for that domain and thus will tend to agree with each other, whereas the non-experts will not.
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We extend a distance-based conditional model [4, 3] to include the notion of input data do-
mains (or types). Suppose, a panel of K judges generate (partial) rankings σ = (σ1, σ2, . . . , σK)
over a set of objects attempting to reproduce the true ranking π of type t. The proposed mixture
model assigns the conditional probability to the latent pair as:

p(π, t|σ,θ,α) =
1

Z(θ,σ)
αt exp

(
K∑

i=1

θt,i d(π, σi)

)
where Z(θ,σ) is a normalizing constant. The free model parameters are a T ×K matrix θ (θt,i

represents the degree of expertise of judge i for type t) and T mixture weights α.

We derive an EM-based algorithm to estimate the model parameters and apply the learn-
ing framework to full rankings and top-k lists, demonstrating significant improvements over a
domain-agnostic baseline in both cases.
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