
 

In surveillance, sports and other video domains, many scenes involve complex, multi-agent activities where the 

agents are interacting in a time-varying manner. In surveillance, people form into queues and others groups, and 

transfer baggage. Team sports involve multiple players acting in a coordinated effort. Our goal is to efficiently 

model and recognize such coordinated activities in video. In this paper, we focus on the domain of American 

football, as it presents significant challenges including difficult tracking; a large number of players; active 

deception; large intra-class variability; complex dynamics; and a variety of activity (play) types. All of these 

challenges are also common in surveillance video. Given a video clip of one play, our goal is to determine which 

offensive play from the team’s playbook is being executed, as early as possible in the play.  An example is shown in 

Figure 1.1. 

We formulate the problem as supervised, 

dynamic model learning, following by model 

matching. Our approach automatically learns a 

model of each play type from several exemplars 

of the same play, for all play types of interest, 

thereby creating a computational playbook of 

models. We use a time-varying random field 

model, represented as a Non-Stationary Kernel 

Hidden Markov Model (NSKHMM) that couples 

a time-varying state transition matrix with a 

kernel-based probability distribution function for 

the observations in each state. Unknown plays 

are tested against the playbook as they develop 

and are classified as the most likely play given a 

specific set of extracted features. 

There are a variety of approaches for 

recognizing complex activities in video, including football plays [1,2]; our approach offers a few key contributions. 

Many methods assume that objects are tracked through the duration of the activity [1,4,5,9]. In general, however, the 

negative impact of tracking errors increases greatly with activity complexity. Some approaches use motion 

detections instead of tracks to avoid this problem [9,10], but this can lead to highly inefficient model learning, 

creates ambiguity when multiple objects are close together, and is a weaker representation as object identity is not 

preserved over time. Our method is a compromise, in that we use relatively short, high-confidence tracks for model 

learning, but do not assume complete tracks through an activity. This leads to efficient learning combined with 

robustness against tracking difficulties. To handle objects in close proximity, both the model learning and inference 

algorithms can ingest multiple inputs to the same observation node. 

A second contribution is the level of model learning in our approach. In many methods, complex model structures 

are specified manually for each model type [1,4,5,10]. Other approaches learn model structure, but they do not scale 

beyond a few model actors [10], or are restricted to analysis of one moving object [7,8,9]. In our model, the structure 

is relatively simple – a left-to-right NSKHMM – and the observation distributions are relatively complex. This 

pushes the learning problem from model structure into the observation distributions, which is much more tractable 

for complex models. We also determine the number of temporal states automatically. Our model is more limited, 

however, in the complexity of object interactions that can be represented compared to those that assume full role 

preservation [1,4,5,10]. 

 

Figure 1: A “Rollout” test play instance evaluated against seven play 
models, 3 run and 4 pass models.  The y-axis is the normalized 
loglikelihoods of the model fit to the test play.  The x-axis is the time 
after the start of the play.  Notice the blue line for the ”Rollout” model 
is most likely (highest value) for the majority of the play duration. 
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Figure 2: Taxonomy of football play types. The stabilized, computed tracks from all play instances of each play type are overlaid 
in a coordinate frame normalized to the line of scrimmage. Tracks from the same play instance are the same color.  

There is also a body of related work in football and sports video analysis. Intille and Bobick developed the first 
method for recognizing football plays [1], but they used manual tracks with known role assignments in order to 

achieve reasonable performance. Plays were modeled as Bayes networks with event detectors as the observable 

nodes. The network structure, detectors and some parameters were manually specified. Other work in football uses 

camera motion to recognize plays [3], as the camera operators regularly follow stylistic patterns of panning and 

zooming for various plays.  

Our method is tested on a set of 78 play instances representing seven play types, taken from a Division I college 

team. The stabilization and track processing were performed by the University of Maryland.  We achieve 58% 
probability of correct classification (Pcc) measured at the end of each play. We also compute Pcc as a function of the 

time elapsed since the start of each play, and observe that Pcc typically stabilizes after 50% of the play duration. 

Comparatively, [1] reported Pcc=84% using manual tracks on an easier data set (high proportion of pass plays).  The 

training process for a single HMM play type takes about 30 seconds when it has seven hidden states while the 

inferencing of a single play against the seven models takes about two minutes.   
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