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Much of the focus of the natural language processing community lies in solving syntactic or
semantic tasks with the aid of sophisticated machine learning algorithms and the encoding of
linguistic prior knowledge. One of the most important features of natural languages is that their
real-world use (as a tool for humans) is to communicate something about our physical reality
or metaphysical considerations of that reality. This is strong prior knowledge that is simply
ignored in most current systems. For example, in current parsing systems there is no allowance
for the ability to disambiguate a sentence given knowledge of the physical reality of the world.
If one happened to know that Bill owned a telescope while John did not, then this should affect
parsing decisions given the sentence “John saw Bill in the park with his telescope.” Similarly,
one can improve disambiguation of the word bank in “John went to the bank” if one happens
to know whether John is out for a walk in the countryside or in the city. In summary, many
human disambiguation decisions are in fact based on whether the current sentence agrees well
with one’s current world model.

Concept Labeling In this work, we propose a general framework for using world knowledge
called the concept labeling task. The knowledge we consider can be viewed as a database of
physical entities existing in the world (e.g. people, locations or objects) as well as abstract
concepts, and relations between them. Our task thus consists of labeling each word of a sentence
with its corresponding concept from the database as is illustrated in Figure 1.
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The solution to this task does not provide a full semantic interpretation of a sentence, but
we believe is a first step towards that goal. Indeed, in many cases, the meaning of a sentence



can only be uncovered after knowing exactly which concepts, e.g. which unique objects in the
world, are involved. If one wants to interpret “He passed the exam”, one has to infer not only
that “He” refers to a “John”, and “exam” to a school test, but also exactly which “John” and
which test it was. In that sense, concept labeling is more general than traditional tasks like
word-sense disambiguation, co-reference resolution, and named-entity recognition, and can be
seen as a unification of them.

Learning We then go on to propose a tractable algorithm for this task inspired by the LaSO
algorithm [2]. It can learn to use world knowledge and linguistic content of a sentence seamlessly
without the use of any hand-crafted rules or features.

The experimental evaluation of our algorithm uses a novel simulation procedure to generate
natural language and concept label pairs: the simulation generates an evolving world of inter-
actions between actors, objects and locations, together with sentences describing the successive
evolutions. This provides large labeled data sets with ambiguous sentences without any human
intervention. The results demonstrate that our algorithm can learn to use world knowledge for
word disambiguation and reference resolution when standard methods cannot.

Related Works Our work concerns learning the connection between natural language and
another symbolic system. It is referred to as grounded (or situated) language processing [6] in
the literature.

Some of the earliest works that used world knowledge to improve linguistic processing in-
volved hand-coded parsing and no learning at all, perhaps the most famous being situated in
blocks world [9]. More recent works on grounded language acquisition have focused on learning
to match language with some other representation. Grounding text with a visual representa-
tion also in a blocks-type world was tackled [10, 3]. Other works also use visual grounding
8, 12, 4, 1], or a representation of the intended meaning in some formal language [13, 5, 11].
Example applications of such grounding include using the multimodal input to improve clus-
tering [7], word-sense disambiguation [1, 4], or to make the machine predict one representation
given the other [13]. Although these learning systems can deal with some ambiguities in natural
language, the representations that they consider, to the best of our knowledge, do not take into
account the changing environment.

Extensions We conclude by describing two extensions to our framework: (i) the supervised
signal is much weaker and only consists of observations of the world and speech within that world;
and (ii) we explore the ability of a learning algorithm to understand sentences and update its
own internal model of the world based on its understanding.
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