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Decomposing complex classification tasks into a series of sequential stages, where the local
classifier at each stage is explicitly dependent on predictions from previous stages, is a common
practice. In the machine learning and natural language processing communities, this widely
used paradigm is generally referred to as a pipeline model. This approach has been successfully
applied to many tasks, including parsing, semantic role labeling, and textual entailment [3]. The
primary motivation for modeling complex tasks as a pipelined process is the difficulty of solving
such applications with a single classifier; that learning a classifier for a problem such as relation
extraction directly in terms of input text may be impossible with the given resources.

A second feature of domains requiring such decompositions is the corresponding high cost as-
sociated with obtaining sufficient labeled data. The active learning protocol offers one promising
solution to this dilemma by allowing the learning algorithm to incrementally select unlabeled
examples for labeling by the domain expert with the goal of maximizing performance while
minimizing supervision [1]. While receiving significant recent attention, most active learning re-
search focuses on new algorithms as they relate to a single classification task. This work instead
assumes that an active learning algorithm exists for each stage of a pipelined model and develops
a strategy that jointly minimizes the annotation requirements for the pipelined process.

Consider a D-stage pipeline where x ∈ X represents input instances, Φ(d)(x, ŷ(0), . . . , ŷ(d−1)) →
x(d) represents the feature vector generating function of the dth stage, and y(d) ∈ Y(d) represents
the corresponding label. Each stage of a pipelined learning process takes m training instances
S(d) = {(x(d)

1 , y
(d)
1 ), . . . , (x(d)

m , y
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m )} as input to a learning algorithm A(d) and returns a classifier,

h(d), based upon a scoring function, f (d), which minimizes the respective loss function of the dth

stage. Each stage may vary in complexity from a binary prediction, y(d) ∈ {−1, 1}, to a mul-
ticlass prediction, y(d) ∈ {ω1, . . . , ωk}, to a structured output prediction, y ∈ Y(d)
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ny .

Once each stage of the pipeline model classifier is learned, global predictions are made sequen-
tially with the goal of maximizing performance on the overall task,
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The key difference between the active learning and standard supervised learning protocols is
a querying function, Q, which uses the data S and the current learned classifier h to return unla-
beled instances Sselect ⊆ Su which are labeled and added to Sl. This paper assumes an underlying
query scoring function, q : x → [0, 1], for each stage of a pipeline model such that the instance
with the minimum query scoring function is selected for labeling, Q : x? = argminx∈Su

q(x).
While notation requires only x to return a score, we assume that q(x) implicitly has access to
required facilities to make this determination (e.g. f , h, Φ, etc.). Given a query scoring function
for each stage of the pipeline, we generate a joint ranking function of the functional form

Qpipeline : x? = argmin
x∈Su

D∑
d=1

β(d) · q(d)(x) (2)

where β(d) is adapted for each active learning iteration to adjust the relative impact of the query
function for each stage. Extending the work in [2] for single predictions, we derive a procedure
which determines β(d) for each iteration based on the relative change of average uncertainty over
the remaining unlabeled examples for each stage.

We demonstrate our active learning approach on a three-stage entity and relation extraction
task comprised of a segmentation stage, an entity classification stage, and a relation classification
stage. We design active learning algorithms for each stage of the pipeline based on the principles
outlined in [4] for structured output problems and mix the relative impact of the three query
scoring functions according to our joint active learning protocol. Using F1 as our performance
measure, we show a 47% reduction in annotation requirements for segmentation, 46% reduction
in annotation requirements for entity classification, and a 35% reduction in the annotation effort
for relation classification. This method significantly outperforms both a random selection criteria
and an active learning criteria for structured output spaces that ignores the pipeline structure.
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