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A slew of semi-supervised learning algorithms have been developed in the past few years, most
of them based on the premise that one can improve performance on a supervised task by somehow
combining it with an unsupervised learning technique.

However, many of these architectures are disjoint and shallow by which we mean the unsupervised
learning algorithm is trained on unlabeled data separately as a first step, and then its results are fed to a
supervised classifier which has a shallow architecture such as a (kernelized) linear model. For example,
several methods learn a clustering or a distance measure based on a nonlinear manifold embedding as a
first step [1]. Transductive SVMs [6] (which employs a kind of clustering directly as a regularizer) and
LapSVM [5] (which employs a kind of embedding directly as a regularizer) are examples of methods
that are joint in their use of labeled and unlabeled data, but they are still shallow.

As argued by several researchers, one is not likely to ever have enough labeled data to perform well
at hard AI tasks such as scene or language understanding, making a compelling argument for using
unlabeled data. Equally, the idea of sharing information learnt across complex sub-tasks (multi-task
learning) seems an economical use of data, but necessitates a deep architecture, where all tasks are
learnt jointly.

In a seemingly unrelated body of work to the previously mentioned semi-supervised learning al-
gorithms, several authors have recently proposed methods for using unlabeled data in deep neural
network-based architectures [4, 2, 3]. These methods either perform a greedy layer-wise learning of
weights or learn an unsupervised auxiliary task at multiple levels of the architecture jointly. However,
the methods proposed so far in our opinion are somewhat complicated and restricted. They include a
particular kind of generative model (built from Restricted Boltzman Machines) [2], autoassociators [3],
and a method of sparse encoding [4]. Moreover, in all cases these methods are not compared with, and
appear on the surface to be completely different to, algorithms developed by researchers in the field of
semi-supervised learning.

In this work we advocate that there are simpler ways of performing deep learning by leveraging
many of the existing ideas in unsupervised and semi-supervised algorithms so far developed in shallow
architectures. We show these methods can actually be (i) trained by stochastic gradient descent and
used in multi-layered networks; and (ii) are also valid in the deep learning framework given above.
Specificially, we propose three new regularizers (auxiliary tasks) for deep architectures: (i) a clustering-
based regularizer; (ii) an embedding-based regularizer; and (iii) by learning the support of the density.
These tasks can be trained either at the output layer, or on each layer of the architecture.

What do we get? State-of-the-art, fast, simple, deep-learning for dummies.
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