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Abstract

Aiming towards the development of a gen-
eral clustering theory, addressing issues that
are common to the different clustering para-
digms, we wish to initiate a systematic study
of measures for the quality of a given data
clustering. A clustering quality measure is a
function that, given a data set and its parti-
tion into clusters, returns a non-negative real
number representing the quality of that clus-
tering. We analyze what clustering quality
measures should look like by introducing a
set of requirements (‘axioms’) of clustering
quality measures. We propose quality mea-
sures for wide families of common clustering
approaches, like loss-based clustering, center-
based clustering, and linkage-based cluster-
ing. We show that our proposed measures
satisfy the axioms and analyze their compu-
tational complexity.

1 Introduction

In his highly influential paper, [1], Kleinberg advo-
cates the development of a theory of clustering that
will be ”independent of any particular algorithm, ob-
jective function, or generative data model”. As a step
in that direction, Kleinberg sets up a set of ”axioms”
aimed to define what a clustering function is. Klein-
berg suggests three axioms, each sounding plausible,
and shows that these seemingly natural axioms lead
to a contradiction - there exist no function that satis-
fies all three requirements. As noted in the last section
of [1], that ”impossibility theorem” applies only to a
very specific set of axioms. Small changes to any of
these axioms suffices to turn them into a consistent set
of requirements that are met by many common clus-
tering paradigms. Just the same, Kleinberg’s result is
often interpreted as stating the impossibility of defin-

ing what clustering is, or even of developing a general
theory of clustering.

We take up a similar line of research - aiming to de-
velop a high level theory of clustering, investigating an
axiomatic approach. However, rather than attempting
to define what a clustering function is, and demon-
strating a failed attempt, we turn our attention to the
closely related issue of determining the quality of a
given data clustering and come up with a consistent
formalization of that notion.

The aim of clustering is to uncover meaningful groups
in data. However, not any arbitrary partitioning of a
given data set reflects such a structure. Upon obtain-
ing a clustering, usually via some algorithm, a user
needs to determine whether this clustering is suffi-
ciently meaningful to rely upon for further data min-
ing analysis or practical applications. That is, a user
needs to be able to judge how good is a specific clus-
tering. Clustering quality measures can also be used
to compare different clusterings over the same data
set. Different clustering algorithms aim to optimize
different (potentially implicit) objective functions and
are likely to output different clusterings of the same
data set. Since it is often ambiguous which loss func-
tion, if any, is appropriate for clustering the data set at
hand, a user may choose to try a number of different
algorithms. Furthermore, most clustering algorithms,
rely on the user to tune clustering parameters, like
the number of clusters or a pruning rule. Therefore,
a user needs a way to compare the quality of clus-
terings obtained by choosing different values of these
parameters even when applying a fixed clustering par-
adigm. Clustering quality measures should provide a
principled method for comparing clusterings and for
evaluating their significance. We formalize the process
of clustering quality evaluation by studying clustering
quality measures.

When posed with the problem of finding a clustering
quality measure, a first attempt may be to invoke the
loss (or objective) function used by the clustering al-



gorithm, such as k-means or k-median, as a clustering
quality measure. However, such measures have some
major shortcomings for the purpose at hand. First,
they are usually not scale-invariant. Given any non-
trivial data partitioning (where at least one cluster
has at least two points), any k-means or k-median loss
can be obtained, for that fixed partitioning, by uni-
formly scaling the pairwise distances between points
in the underlying data set. Consequently, by knowing
that the k-means cost of some clustering is, say 7.3,
one gains no insight about the quality, or ”meaning-
fulness”, of that clustering. Furthermore, clustering
objective functions are usually sensitive to the num-
ber of clusters, and thus cannot be readily applied for
choosing among clusterings with a different number of
clusters.

Our goal in this paper is to formulate a theoretical
basis for clustering quality evaluation. To our best
knowledge the concept of a clustering quality mea-
sure has not been previously formalized. We address
the question of what a measure of clustering quality
should look like. We propose a set of requirements
(‘axioms’) of clustering quality measures. We intro-
duce several such quality measures for several common
clustering paradigms, including loss-based clustering,
center-based clustering, and linkage-based clustering.
We compare these different notions of clustering qual-
ity and show that they all satisfy our axioms.
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