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Assume that we are given a set of N rankings, a.k.a linear orderings on n objects. For
instance, the rankings represent the individual preferences of a panel of N judges, each
presented with the same set of n candidate objects. The problem of rank aggregation or of
finding a consensus ranking, is formulated as finding a single ranking π0 that best agrees
with all the N rankings.1

Kendall’s correlation [Fligner and Verducci, 1986] is a widely used models of agreement
[Ailon et al., 2005, Lebanon and Lafferty, 2003, Cohen et al., 1999]. The Kendall distance
is defined as

dK(π, π0) =
∑

l≺πj

1[j≺π0
l] (1)

In the above, π, π0 represent permutations and i ≺π j (i ≺π0
j) mean that l precedes j

(i.e is preferred to j) in permutation π (π0). Hence dK is the total number of pairwise
disagreements between π and π0.

This distance was further generalized to a family of parametrized distances [Fligner and Verducci, 1986]

by dθ(π, π0) =
∑n−1

j=1 θjVj(ππ−1
0 ) where Vj are given functions on the ranking poset. A

series of authors [Mallows, 1957, Fligner and Verducci, 1986, Lebanon and Lafferty, 2003]
were concerned with probabilistic models of the form

P (π) ∝ e−dθ(π,π0) (2)

For fixed π0, this is an exponential family model and estimating its parameters is straight-
forward. It is also easy to see that estimating π0 in such a model is a way of reformulating
the consensus clustering problem.

It is considered that the consensus clustering problem as well as the more general
ML estimation of π0 have no exact polynomial time algorithm [Ailon et al., 2005]. In
[Ailon et al., 2005] a randomized algorithm that achieves an 11/7 approximation in min-
imizing the criterion (1) is presented. Greedy algorithms to minimize the same criterion
were introduced by [Cohen et al., 1999].

This paper introduces a new, exact algorithm for the simultaneous Maximum Likelihood
estimation of the centroid π0 and parameters θ of such a model.

The running time of this algorithm is data dependent, being determined by the values
of the θ parameters of the true data distribution. The running time is proportional to n! in
the worst case, which corresponds to a uniform distribution over permutations. But, if the
distribution is concentrated around its centroid π0 then the algorithm becomes tractable and
for more concentrated distributions our algorithm becomes identical to a greedy algorithm
(remaining all the time exact).

In the process of describing the algorithm, we also show that this problem is described by
a set of n(n− 1)/2 sufficient statistics. We derive the distribution of the sufficient statistics
under the exponential model. Finally, we explore further generalizations of the Mallows
model to which our framework applies.

Hence, we have shown that solving the consensus ranking problem is as hard as the
expressed views of the panelists are divergent. On the positive side, if the n rankings do
not differ wildly, in other words, if there is a consensus, then the consensus ranking can be
found efficiently.

1We use the terms permutation, ranking and linear order interchangeably.
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