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Bayes Nets [1] provide a compact, intuitive description of the dependency structure of a domain
by using a directed acyclic graph to encode probabilistic dependencies between variables. Acquiring
the dependency graph from human experts, is often difficult and expensive, so significant research
has focused on learning Bayes Nets from data. The learned dependency graph provides useful
information about a problem and is often used as a data analysis tool. For example Friedman et al.
used Bayes Nets learned from gene expression level data to discover regulatory interactions between
genes for a species of yeast [2].

Most of the Bayes Net structure learning research has focused on learning the dependency graph
for one problem in isolation. In many situations, however, data is available for multiple related
problems. In these cases, inductive transfer [3, 4, 5] suggests that it may be possible to learn more
accurate dependency graphs by transferring information between problems.

In a previous paper [6], we proposed a multi-task Bayes Net structure learning method that is
able to find more accurate network structures for each task by taking advantage of the information
conveyed by the other related tasks. Using synthetic problems created from the ALARM and the
INSURANCE networks, we showed that multi-task structure learning performs very well, reducing
the number of incorrect arcs in the learned structures by 20% - 57% and KL-Divergence by 6% -
26% when compared to learning the structures independently. In that paper however, we made the
assumption that the user is able to identify a set of related tasks and provide it to the algorithm.

Here we tackle the task selection problem for multi-task structure learning. Task selection is an
important, but usually hard, problem in inductive transfer: given a set of tasks, select a subset to
use as relate tasks in a multi-task learner. The more related the tasks in the selected subset are,
the more benefit multi-task learning will provide. The approach we take here is to first order all
the tasks by a measure of their relatedness to a principal task, then select the first N to use as
the related tasks, where N can either be specified by the user, or selected using an independent
validation set.

Unlike other multi-task learning settings, where the notion of task relatedness is not well defined,
in the multi-task structure learning setting there is a clear definition of relatedness: two tasks are
related if they have similar structures. While computing the relatedness between two tasks this
way is a chicken and egg problem (since the network structures are exactly what we are trying to
learn), we can approximate how related two tasks are by using network structures learned from
data instead of using the real network structures. This approximation is surprisingly effective. On
synthetic problems, the average rank correlation between the task orderings obtained using this
approximative measure of relatedness and the true task orderings is 0.96.

Besides synthetic problems, we have also applied our multi-task structure learning technique
to a real problem in the ornithology domain. We generated multiple tasks by assigning the data
collected in each Bird Conservation Region (BCR) to a separate task.(See Figure 2). The left graph
in Figure 1 shows the mean log likelihood on an independent test set for one of the BCRs as a
function of the number of related tasks that are selected by the task selection procedure. The graph
shows that the performance first improves (up is good) until the four most related tasks are added
to the set of extra tasks, then then it starts to decrease as less related tasks are added.

The right graph in Figure 1 shows the improvement in mean log likelihood that multi-task
structure learning provides over single task structure learning on each of the eleven tasks. Multi-
task structure learning yields better mean log likelihood than single task structure learning on ten of



the eleven BCRs, with a significant improvement on the first six BCRs. Since the Bird Conservation
Regions have been carefully designed to be ecologically distinct (thus have dissimilar characteristics)
it is actually surprising that multi-task learning is able to provide such a significant improvement
for some of the BCRs.
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Figure 1: Results on the ornithology data-set.

Figure 2: Bird Conservation Regions Map
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