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Photo editors such as Photoshop have a tool that presents users with variations of their picture with
different color balances, color saturations, and brightnesses. Instead of having to know what tools, filters,
and parameters to use to improve the picture (which requires substantial expertise and trial and error),
the user only has to select the variation that looks best. The selected variation then becomes the new
center, and variations of it are presented, allowing the user to quickly zero in on the desired rendition.

We have built a “variations” tool for clustering. Most clustering users are not clustering experts and
just want to use clustering as a tool in their work. They don’t want to modify clustering algorithms, try
different clustering methods, or spend too much time tweaking the similarity metric to obtain a clustering
that is useful for their problem. They want clustering to be easier, and to return better clusterings. The
variations tool we developed allows users to select (and optionally refine) a clustering that is best for their
purposes from a variety of different, automatically generated clusterings. The automatically generated
clusterings are hierarchically organized so that users can quickly zero in on good clusterings without
having to look at many alternatives.

The clustering variations tool is based on a stochastic clustering method based on iterated k-means
and spectral clustering. Clustering variations are found through a combination of PCA and random
projections. Clustering variations are hierarchically organized by clustering the clusterings at a meta-
level using a distance measure defined over entire clusterings [5], and the number of clusterings is further
reduced and their quality improved by merging similar clusterings with consensus clustering [1, 3].

Experiments with this new clustering tool on six data sets has produced a few interesting results:

• The most useful clusterings often are not very compact, and algorithms that find compact clusterings
often do not find useful clusterings. The variations tool often finds much better clusterings.

• The clustering of the data that is best for one purpose often is very different from the clustering of
that same data that is best for a different purpose. There is no one correct clustering.

• It is more important to get the distance metric right than to get the clustering algorithm right.

• k-means with random restarts does not generate a very diverse set of clusterings on many data sets.

• To get good results we had to assume that feature importance is distributed as a Zipf distribution [2].

• If you can’t afford to generate many different clusterings and have to run just one clustering algo-
rithm, the spectral clustering method developed by Ng, Jordan, and Weiss [4] seemed to yield the
best results on our data.
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