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1 Abstract

LASSO, first proposed by Tibshirani (1996), regularizes ordinary least square re-
gression with an L1 regularizer. It can lead to sparse solutions by shrinking the
coefficients of the irrelevant or redundant features to zero. Theoretical analysis (Ng,
2004) shows that LASSO is particularly effective when there exist many irrelevant
features but only very few training examples. Efron et al. (2004) developed the Least
Angle Regression (LARS) algorithm, which can fit the coefficient path for the linear
least square regression problem regularized with the L1 norm. An important finding
is that the coefficient path is piecewise linear and hence it is efficient to explore the
entire solution path by monitoring the breakpoints only.

Since we are more interested in the nonlinear regression function, we use D =
{K(x,x1), ..., K(x,xn)} as a dictionary of basis functions and trace the whole reg-
ularization path of the nonlinear LASSO regression. Compared with the support
vector regression (SVR) where there are two hyperparameters ε and λ, the user can
only consider one regularization hyperprameter in this model. The regularization
path is also piecewise linear hence we can efficiently explores every solution with all
regularization hyperprameter values. The experimental results show that the solu-
tion of nonlinear LASSO often has more sparse representation than the SVR solution
when they have similar generalization errors. Thus it benefits more representational
and computational advantages. We have prepared some videos1 to illustrate the
regularization path for the nonlinear regression LASSO.

1www.cse.ust.hk/~wanggang/sol_path/nlLASSO.htm
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